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1. Introduction

This document serves as CHART Intranet and Internet Mapping Application’s System Administrator’s manual. This document discusses the system configuration parameters for the CHART Intranet and Internet Mapping Application.
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3. 
4. Problem Diagnosis

4.1 CHART Event Listener Problem Diagnosis
On SOC-BLADE-1, there are log files at the following folders for each event listener services:

1. C:\Program Files\CHARTWebService2.04\bin\DMSWebService\DMSWebService_[YYMMDD].*
2. C:\Program Files\CHARTWebService2.04\bin\HARSHAZAMWebService\HARSHAZAMWebService_[YYMMDD].*
3. C:\Program Files\CHARTWebService2.04\bin\TrafficEventWebService\TrafficEventWebService_[YYMMDD].*
4. C:\Program Files\CHARTWebService2.04\bin\TSSWebService\TSSWebService_[YYMMDD].*
4.2 
4.3 
4.4 
4.5 CHART Intranet Mapping Problem Diagnosis
On SOC-BLADE-1, C:\CHARTMap.log logs all exceptions of the system.
4.6 CHART Internet Mapping Problem Diagnosis
On SOC-Web-SVR02, C:\CHARTWeb.log logs all exceptions of the system.

5. Restarting System
In case of system problem, try the following levels in sequence. After each level, try the application to see if it fixed the problem. If not, go to the next level.
5.1 ASP.Net Application Problem
On SOC-BLADE-2 (Intranet) or SOC-Web-Svr02 (Internet), restart IIS Admin Service and World Wide Web Publishing Service
5.2 ArcIMS Problem
On SOC-BLADE-2, stop ArcIMS Tasker 4.0 service

On SOC-BLADE-2, stop ArcIMS Monitor 4.0 service

On SOC-BLADE-2, stop ArcIMS Application Server 4.0 service

On SOC-BLADE-1, stop ArcIMS Monitor 4.0 service
On SOC-BLADE-1, start ArcIMS Monitor 4.0 service

On SOC-BLADE-2, start ArcIMS Application Server 4.0 service

On SOC-BLADE-2, start ArcIMS Monitor 4.0 service

On SOC-BLADE-2, start ArcIMS Tasker 4.0 service

On SOC-BLADE-2 (Intranet) or SOC-Web-Svr02 (Internet), restart IIS Admin Service and World Wide Web Publishing Service
5.3 ArcSDE/ArcIMS Problem
On SOC-BLADE-2, stop ArcIMS Tasker 4.0 service

On SOC-BLADE-2, stop ArcIMS Monitor 4.0 service

On SOC-BLADE-2, stop ArcIMS Application Server 4.0 service

On SOC-BLADE-1, stop ArcIMS Monitor 4.0 service

On SOC-BLADE-1, stop ArcSDE service

On SOC-BLADE-1, stop the four CHART Event Listener services

On SOC-BLADE-1, stop MSSQLServer service

On SOC-BLADE-1, start MSSQLServer service

On SOC-BLADE-1, start ArcSDE service

On SOC-BLADE-1, start  ArcIMS Monitor 4.0 service

On SOC-BLADE-2, start  ArcIMS Application Server 4.0 service

On SOC-BLADE-2, start  ArcIMS Monitor 4.0 service

On SOC-BLADE-2, start  ArcIMS Tasker 4.0 service

On SOC-BLADE-2 (Intranet) or SOC-Web-Svr02 (Internet), restart IIS Admin Service and World Wide Web Publishing Service
5.4 Full System Restart
Restart SOC-BLADE-1

Restart SOC-BLADE-2
6. CHART Event Listener Troubleshooting

6.1.1 Problem:  Traffic Events closed in CHART II still remain on the map (particularly during an outage that causes the CHARTWeb Event Listener to loose contact with the CHART II system for an extended amount of time.)

Fix: As part of the process of recovering from an extended network outage, a DBA should be tasked to ensure that no traffic events are left in the database for an inordinate amount of time, particularly any Traffic Events still marked as open which are actually closed and purged in CHART II.   Note that some traffic events do stay open for weeks at a time. The DBA would go through the database and investigate traffic events that have a very old update time and close/delete/archive those events. 

Detailed Problem Description/Background: Our concern is maintaining a correct list of traffic events, which includes all open and recently closed events but does not include any long-closed events.  Here the distinction between recently closed and long-closed is drawn by the CHART II System, on a configurable basis, but which is normally set to 8 hours.  Traffic Events are (logically) deleted from the CHART II System approximately 8 hours after they have been closed, and each such deletion generates a CORBA Event indicating such, which is normally received and acted upon by the CHARTWeb Listener.  Upon receipt of such an event, the Listener will move the traffic event data from the active tables and move them to a set of archive tables. 

The issue arises because there will be cases where the Listener will not receive the CORBA Events indicating Traffic Event deletions.  In fact, there will also be cases where the Listener will not receive the CORBA Events indicating Traffic Event closures.  The missed CORBA Events can happen for two reasons: 1) The Listener may be down for a period of time or comms/network troubles may isoloate the Listener from the CHART II Systems running at the SOC and/or AOC; and 2) even if all systems are functioning normally, there is a miniscule but finite chance that a CORBA Event may be missed, as their delivery is not guaranteed. Downtime or network troubles are far more likely, and can be expected to happen from time to time.  Even a simple reboot of the Listener Server or a quick restart of the CHARTWeb application could cause an event to be missed; they are sent only once, with no queuing mechanism of any kind.  CORBA events are minimally retried by the ORBacus Event Services as currently configured; events die off within about two minutes. 

We have two fundamental choices regarding processing of traffic events. We can ensure that (A) all open and recently closed events remain in the database, at the possible expense of also including some long-closed events; or we can try to see that (B) long-closed events can be easily removed from the database (if not immediately, at least soon, through some defined process), at the expense of occasionally removing open and recently closed events from the database. 

To implement B, the strategy would be to remove all traffic events from the database on startup, and possibly even during traffic event refreshes.  Either or both of these could be controlled by a configurable property.  Focusing on the startup scenario first, what we would do is remove all traffic events from the database on startup and then repopulate it only with traffic events which are accessible from the CHART II system at that time.  If the CHART II systems at the SOC and AOC are both up and reachable at that time, all open and recently closed traffic events would immediately be repopulated, resulting in any obsolete long-closed traffic events being effectively deleted.  Any such lost obsolete traffic events would not be archived, unless we went with a considerably more complex scheme that would compare the traffic event lists before and after and archive those not repopulated. 

This strategy has the downside that if a CHART II Server is NOT reachable (because of comms trouble, because it is down, or being restarted, for instance), traffic events from that server would be removed from the CHARTWeb database.  If a scheme to archive those events were in place, they would be archived (before their time).  If at a later time the CHART II Server(s) become(s) reachable, traffic events would be repopulated on a refresh, but that would be after some number of refresh intervals (some number of hours, probably) later.  It could result in those traffic events being archived twice. 

Because of the problems just illustrated, we do not recommend going through this exercise on every refresh.  It is hard enough to control when a Listener restart would occur; refreshes happening in the background on regular intervals would multiply these problems. 

To implement A, we would not do any of the above.  This could potentially leave traffic events in the database that no longer belong there and it would be a manual process to remove these events.  This would happen if we miss its Deletion CORBA Event for any of the reasons mentioned.  If CHART II or the path to it is down for some period of time, or if the Listener is down for some period of time, these events are likely to be missed.  There are some mitigating factors, however: 

If we have detected that the traffic event is closed, it will no longer appear on the map on the Intranet or Internet CHARTWeb application.  This is good and bad: it would not be visible to users, but because of this it could remain undetected in the database indefinitely. 

If we miss the closure of the traffic event, it will remain on the map, but we have that 8-hour period in which to detect that the traffic event is closed during a refresh.  As long as the traffic event's CHART II server is reachable during the refresh, we will detect and update the traffic event closure and the event would disappear off the map. 

We decided to implement strategy A; that is, we will not be clearing traffic events on each refresh.  Nor do we do this on startup.  This comes with the stated downside that traffic events that are closed and moved offline by CHART II, which should therefore be deleted in the CHARTWeb database, may occasionally be left in the CHARTWeb database. When this happens, the traffic events will normally at least be in the closed state within the CHARTWeb database, but in the case of long outages (longer than the CHART II traffic event offline threshold, normally 8 hours), open traffic events could be left in the CHARTWeb database.  In the case where the traffic events are still open, this will be upon recovery of a long outage when MDSHA personnel will be well aware of the outage and will be on the lookout for database inconsistencies.  Open traffic events will be very visible on the CHARTWeb Intranet (and on the Internet).  Closed traffic events left in the CHARTWeb database will not be visible on the Intranet or Internet (and thus may be prone to be left in the CHARTWeb database for a long time after they should have been archived).  It is highly unlikely that so many such "invisible" closed events would ever build up in the CHARTWeb database to such a point to impact cause performance or space concerns. 
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